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Vegetable Plant And Classification Of Abnormality 

Using Leaf Texture Analysis 
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Abstract: India being an agriculture major country, crop productivity plays a significant role towards the overall Gross Development Product (GDP) of the 
country. Vegetables are grown throughout the year under particular climatic condition and cultivation period in India.  The vegetables may be affected by 
bacteria, viruses or insects.  It is important to monitor the crops to control the spreading of disease, hence a novel machine learning based technique is 
proposed for vegetable leaf identification and abnormality detection based on leaf texture analysis.  In the proposed method 500 leaf images of 6 
different types of vegetables are used for experimentation.   Median and tri-lateral filters are used for image enhancement.  The leaf part is segmented 
from the background by threshold and morphological operation, texture and color features are extracted by Fractal feature and Color correlogram 
respectively.  Two-level Classification such as vegetable identification and disease, disorder or normal leaf identification is done using machine learning 
techniques such as k-nearest neighbor and Probabilistic Neural Network.  The accuracy of the vegetable identification and abnormality detection using k-
nearest neighbor (k-NN) is 86.39% and 75.04% respectively and Probabilistic Neural Network (PNN) is 75.70% and 71.24% respectively. 

Keywords: Fractal features, Color correlogram, k-nearest neighbor (k-NN), Probabilistic Neural Network (PNN). 

——————————      —————————— 
 
1. INTRODUCTION 

 Previous Literature survey [1,2,3,4,5,6,7,8,9, 13, 18,19,20] 
were based on detection of diseases in plant using leaf 
images and few [10,11,12,14,15,16,17] in early identification 
of the diseases so as to control diseases and increase 
production of the crop. [4] Haiguang Wang et. al. have 
proposed disease identification of wheat and grape based on 
image processing techniques where accuracy of 6 classifiers 
namely PCA, ANN, BPN, RBF, GRNN and PNN are 
compared.  Their experiment result showed the higher 
accuracy using PCA. [5] Anand.H .Kulkarni et. al. have 
proposed image Processing Technique to classify and detect 
pomegranate diseases using ANN with 91% accuracy. [7] 
Tuan Norjihan et. al. have proposed Classification of 
watermelon leaf diseases based on color feature extraction 
and ANN. [8] Jagadeesh D. Pujari et. al. have proposed 
classification of Fungal Disease Symptoms affected on 
Cereals SVM and ANN.  Best result obtained using SVM. 
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[10] Ms. Kiran R. Gavhale et. al. have proposed detection of 
unhealthy region of citrus leaf using SVM classifier.  [16] 
Aakanksha Rastogi et. al. have proposed automatic leaf 
disease detection and grading by computer vision technology 
using ANN. Total leaf area, diseased area along with 
percentage of infection is calculated and grading is done using 
fuzzy logic toolbox.  
  From the work carried out in the past it is observed that 
most of the researchers concentrated on detection and 
recognition of type of plant and diseases and few of them on 
particular type of plant.  The novelty of proposed system 
addresses the problem of differentiating disease and disorder 
and the amount of the disease spread with its stages of plant 
leaf using texture features and color features. 

2. VEGETABLE DISEASE AND DISORDER 

DESCRIPTION 

Vegetables such as brinjal, broad beans, cucumber, ridge 
guard, spinach and tomato leaf images are considered for 
conduction of the experiment.  Disease of different stages for 
example Leaf_minor_initial and Leaf_minor_final and 
disorders are considered for detailed analysis.  Disease and 
disorder seem to be synonymous but they are different from 
each other.  

A.  Disease 
Disease in plants is defined as abnormal growth or 

dysfunction of plant as a result of some disturbance in 
that plant life-cycle.  Disease in plants may be caused by 
pathogens (infectious organisms) such as bacteria, fungi, 
viruses, viroid, nematodes etc. or environmental  
 
conditions (physiological factors).  Control of the plant 

India is an agricultural land, 70% of the population is  
dependent on agriculture.  Vegetables are grown as a major    
horticultural crop in India throughout the year.  Monitoring 
the pest and disease affecting the growth is very important 
and they may lead to loss of the farmers.  Digital image 
processing techniques are best suitable to detect disorder 
type, disease type and different stages of diseases.  Such 
system is used to control spreading of leaf diseases and 
increase the productivity. IJSER
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disease is crucial step towards the production of yield 
which involves identification and prevention of the 
disease.   

                    
        Figure-1 :  Example of diseased leaf 

A. Disorder 
Disorder in plants is caused due to variety of 

environmental conditions.  Unsatisfactory environmental 
conditions stress plants and cause abnormal growth or 
disease-like symptoms.  The reasons for cause of disorder 
are air pollution, lack of sunlight, water or soil nutrients, 
Toxic chemicals, extreme variations in temperature etc.   

                   
Figure-2 :  Example of Disordered leaf 

3. METHODOLOGY 

The proposed methodology involves the following stages as 
shown in Figure-3, to identify the leaf among six different 
types of vegetable leaves and detect the type of abnormality. 

 
                           Figure-3 :  System Design 

A. IMAGE ACQUISITION 
The photo graphic images of the diseased, disordered and 
normal vegetables such as Brinjal, Broad Beans, Cucumber, 

Ridge Guard, Spinach and Tomato are acquired from the 
fields by collecting the leaves. The leaves are kept on a 
white sheet and taken photos under the spot light setup by 
digital camera Nikon D7000(16MP).   The images are in 
.JPEG format. The main reason for JPEG format is, it 
compresses the image while storing and it converts he 
image into bitmap image.  

 
          Figure-4 :  Database Collection of vegetable leaves 
 

B. IMAGE PRE-PROCESSING 
Pre-processing is common procedure for the images which 

consist of some sort of impurities or noise in it.  The aim of 
pre-processing is improving the data of an image that inhibit 
unwanted distortions or increase some image features 

i. Median Filtering 
The median filter is used to remove noise and it is type of 

nonlinear digital filtering technique.  It is low pass filter 
which blocks the high frequency content of the image 
(mainly boundaries) and allow the low frequency content to 
pass through it.  In median filtering, the neighboring pixels 
are ranked according to brightness (intensity) and the 
median value becomes the new value for the central pixel.  
The median is calculated by first sorting all the pixel values 
from the surrounding neighborhood into ascending order 
and then replacing the pixel being considered with the 
middle pixel value. 

          
ii. Tri-Lateral Filtering 

Bilateral filter is non-linear edge preserving and noise 
reducing smoothing filter for images.  Intensity value at each 
pixel in an image is replaced by weighted average of 
intensity value from near-by pixels.  The weight calculation 
can be based on Gaussian distribution.  Trilateral filtering is a 
modification over bilateral filter and can be used for 
Gaussian noise as well as impulse noise.  The ‘winsize’ 
should be odd. 
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       (a)                        (b)                               (c) 
Figure-5 : (a) Unilateral filter window, (a) Bilateral filter 
window, (c) Trilateral filter window. 

C. SEGMENTATION 

i. Threshold 
It is the simplest method of segmentation.  Red, green 

and blue values will never be 255 on a white background.  
The value of red and blue color will be less compared to 
green because leaves are green in color so an intensity 
value is selected (here the value is 130) and compared 
with all the color channels and assigned true (1) if the 
value is satisfied else false (0).  This is known as masking 
which results in masked image. 

 
ii. Morphological Operations   
      Mask image generated from threshold will have 
anamolies, some white pixel will be less so morphological 
filtering is performed.  Closed area is removed by erosion 
which also removes actual area from the edge, hence 
dilation operation is performed such that most of the 
areas will be covered.  Dilation is taken wider angle to 
include most of the leaf part.  Dilation followed by erosion 
is known as opening operation.  Mask image is subtracted 
from the original image to get the segmented part i.e., leaf 
part. 

D. FEATURE EXTRACTION 
 

i. Fractal Features 
Fractal is described as a family of non-differentiable 
functions that are infinite in length.  Fractal is 
combination of both shape and texture features.  Leaf is a 
combination of texture patterns hence fractal features can 
be found.  A MATLAB tool, Segmentation-base d Fractal 
Texture Analysis (SFTA) is used to calculate fractal 
feature. The path is added and fractal dimension is 
calculated for RGB color channels using 4 levels of 
iteration.  The Fractal features are 63 in number.   

  

                     
                     Figure-6 : Fractal feature values 

 
 

ii. Color Correlogram 
Color correlogram is used to extract the color features.  
Color auto correlogram generates vectors for input   image 
and it is correlation statistics.  Color auto correlogram can 
be stored as table index by color ‘i’ where ‘d’th entry shows 
the probability of finding a pixel ‘i’ from the same pixel at 
distance ‘d’.  The number of colors repeated and its 
neighbourhood pixel is calculated.  The Color features are 
128 in number  

                       
          Figure-7 :  Color Feature values  

E. IMAGE CLASSIFICATION 
The fractal features and color correlogram features extracted 
from the leaves are combined and used for training.  The 
dataset consists of 500 leaf images out of which 250 images are 
trained and 250 images are used for tesing. 
 
1. K Nearest Neighbour (k-NN) 
 
1.1 Training  
Database training folder consists of 6 leaf type folder which 
further consists of two folders, abnormal and normal.  
Abnormal folder consists of one or more disease and 
disorder folders while normal folder does not have any 
subfolders.  The features are trained in the similar way as 
mentioned above.  It will initially collect “CT” (class type) 
information then loop through abnormal folder and all the 
categories in it to collect “CD” (class disease type) 
information and further to normal which does not have any 
folders.  All 191(Fractal and Color) features are stored in ‘F’. 
1.2  Testing    

   Test images are pre-processed using median filter, 
segmented using threshold and morphological operation, 
features are extracted using fractal and color correlogram  
 
methods and tested. 250 images are used for testing.  The k 
nearest neighbour algorithm (k-NN) is a non-parametric 
 method used for classification and regression.  The features 
extracted from the test image are stored in ‘f’ and these 
features are tested using the stored features ‘F’ obtained from 
trained images for class type as well as disease type.  Two-
level Classification is done, first result is “Leaf type” and 
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second result is either “disease, disorder or normal”, the 
result is displayed using message box.  

 
2. Probabilistic Neural Network (PNN) 
 
2.1  Training  
Among the various types of neural networks, probabilistic 
neural network (PNN) is used because it is much faster to 
train and results are accurate.  The Dataset is looped in the 
same manner as mentioned in k-NN and extracted features 
are stored.  Transpose of the feature vector and the 
vectorised version of the classes extracted are provided to 
neural network for training.  Out of all the feature values 
some of the feature values are “NaN” (Not-a-Number 
obtained when divided by 0).  As Neural network will not 
work for “NaN” data hence all NaN value in the feature 
vector are made 0.  Probabilistic neural network is used to 
classify leaf type at the first level and for each leaf type the 
classification of disease and disorder are carried at the 
second level. 

2.2 Testing 
       A probabilistic neural network (PNN) is a feed forward 
neural network, which is widely used in classification and 
pattern recognition.  An input image is selected for testing 
and its features are extracted.  The class type and class 
disease type stored in a variable during training is loaded 
and the features extracted from test image is compared with 
the features of the trained images in order to classify given 
test image for leaf type at first level and disease or disorder 
at the second level. 
 
3. Hist Based Testing        
   Hist based testing involves calculation of nitrogen 
content in the leaf image.  The boundaries of the masked 
image is found and nitrogen percent is calculating for all the 
three color channels and it is categorized as either normal or 
abnormal and the result is displayed with message box. 

4. RESULTS AND DISCUSSION 

The techniques are implemented using MATLAB.  Total of 
500 images are collected to create database, out of which 
250 images are used for training and 250 images are used 
for testing.   The results of each stage of spinach are as 
shown below, 

A. Pre-Processing  

          

                  (a)                                      (b) 
Figure-8 : Pre-processed images (a) Median Filter (b) Tri-
lateral Filter. 

B. Segmentation 

   
              (a)                            (b)                           (c)                   
Figure-9 : (a) Thresholded image (b) Morphological image    
                           (c) Segmented image     

C. Feature Extraction 

      

                  (a)                                        (b)        
   Figure-10 : (a) Fractal Feature (b) Color correlogram 
                                                                                                                                                

D. Training 

            

(a)                               (b) 
Figure-11 :  (a) Training using features (b) Training using 
Probabilistic neural network (PNN) 

E. Testing 
Testing using K-nearest neighbor (k-NN), Probabilistic 

neural network (PNN) and Hist based testing.  The result of 
testing is given through a message box with name of the leaf 
followed by diagnosis.  Here is the sample result of spinach 
normal, diseased and disordered with the message box. 
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                 Figure-12 : Test Results of Spinach leaf 

F. Accuracy Calculation 
The Leaf types are six in number which are considered as 
class1 to class 6.  Hence the accuracy for leaf type is calculated 
as “leaf_accuracy” and further for disease, disorder and 
normal type the accuracy is calculated as “accuracy” for both 
the classifiers using the formula as shown below, 

 
 
(a) The accuracy calculation result of k-NN is as shown 
in Figure-13.  The accuracy of all six classes of leaf 
identification is 86.39% and that of disease, disorder and 
normal is 75.04%. 

                     Figure-13 : Accuracy of kNN 

(b) The accuracy calculation result  of  PNN is as shown 
in Figure-14.  The accuracy of all six classes of leaf 
identification is 75.70% and that of disease, disorder and 
normal is 71.24%. 

                                   Figure-14 : Accuracy of kNN 
 

(c) Overall Accuracy 
The overall accuracy of  k-NN and PNN is as shown in Figure-
15.  The performance of  k-NN is better compared to PNN. 
          

 
        Figure-15 : Overall accuracy of classifiers 
 

5. CONCLUSION  
A two-level classification system to classify leaf images of 

various diseased and disordered is developed.  The leaf 
images are pre-processed and segmented to enhance the 
images and extract the region of interest part that is leaf part 
from the background.  Texture and color features are 
extracted using Fractal and color correlogram techniques.  
These features are trained.  The images are tested using k-
nearest neighbor and probabilistic neural network.  From 
the experiment it is observed that k-NN classifier performs 
better than PNN with an overall accuracy of 80.72%.  
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6. FUTURE SCOPE 
Dataset collection may involve diseases of different 

season and on different land.  The proposed system can be 
further improved by incorporating other high level features 
such as shape features (Zernike moments, higher order 
statistics, counterlet transforms etc). 
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